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Exercise 1 - Multiple Choice (20 Pts)

Consider the following 4 claims and mark the corresponding boxes. Grading: 2 points for a correct
marking without a correct justification, 5 points for a correct marking with a correct short justification,
and -2 points for a wrongly marked box (you will receive non-negative total points in any case).

(a) The onion of a set of n points in the plane consists of at most O(log n) convex hulls.

[ ] True [ ] False

Justification: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

(b) Let M ∈ {0, 1}n×n be a fixed non-zero matrix and let x, y ∈ {0, 1}n be vectors chosen independently
and uniformly at random. The probability that there is an odd number of pairs (i, j) ∈ {1..n}2

such that simultaneously xi = 1 and yj = 1 and Mij = 1, is at least 1
4 .

[ ] True [ ] False

Justification: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

(c) Let x1, x2, . . . , xn be mutually independent binary random variables. Then x1 ⊕ x2 ⊕ . . . ⊕ xn is
uniformly distributed if and only if at least one of x1, x2, . . . , xn is uniformly distributed.

[ ] False [ ] True

Justification: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

(d) The complete graph K4 on four vertices admits a Pfaffian orientation.

[ ] False [ ] True

Justification: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Exercise 2 - Mixed Tasks (32 Pts)

(a) CSP Problems. For any d ≥ 2, k ≥ 2, describe a (d, k)-CSP H on k variables which is satisfied
if and only if all variables receive the same value. How many constraints does your formula have?

(b) Bounded Occurrence CSP Problems. Let F be a (d, k)-CSP where d ≥ 2 and k ≥ 3 are fixed
numbers. Recall that a variable x ∈ vbl(F ) occurs r times in F if there are exactly r constraints

C ∈ F such that x ∈ vbl(C). Prove that if each variable occurs at most dk

3k times in F , then F is
satisfiable and a satisfying assignment can be found in polynomial time.

(c) Descendants in Random Search Trees. Prove that in a random search tree on n nodes
(according to the usual distribution obtained from inserting n keys in a uniformly random order),
each fixed key i has on expectation O(log n) number of descendants.

(d) Line Arrangements Ordered Randomly. Let L be a (fixed) arrangement of n lines in general
position in the plane such that no two vertices of the arrangement have the same x-coordinate.
Prove that if we insert these lines one after the other in a uniformly random ordering, then the
vertex of largest x-coordinate changes O(log n) times on expectation.



Exercise 3 - Limited Verifier Capabilities (32 Pts)

(a) Let L be a language and V (x, w) a verifier with the following properties. The verifier expects a
proof w of size polynomial in |x| for the statement x ∈ L. It first reads x, tosses O(log |x|) random
coins, reads one bit of the proof then accepts or rejects. If x ∈ L, then there exists a proof w
such that the verifier accepts with probability 1. If x 6∈ L, then for all w, the verifier rejects with
probability at least 1

2 . Prove that in this case L ∈ P, i.e. there is a polynomial time algorithm
deciding the language.

(b) Let L be a language and V (x, w) a verifier with the following properties. The verifier expects a
proof w of size polynomial in |x| for the statement x ∈ L. It first reads x, tosses O(|x|) random
coins, reads one bit of the proof then accepts or rejects. If x ∈ L, then there exists a proof w
such that the verifier accepts with probability 1. If x 6∈ L, then for all w, the verifier rejects with
probability at least 1

2 . Prove that in this case there is a polynomial time randomized algorithm A
deciding L, i.e. if x ∈ L, A outputs ’yes’ on input x, if x 6∈ L, it outputs ’no’ with probability at
least 1

2 .

Hint: In the case that x 6∈ L, for i = 1, 2, . . . , |w|, consider the probability pi,0 that the i-th
bit is queried and that the verifier rejects when given a ’0’ for that bit. Likewise, pi,1 is the
probability that the i-th bit is queried and the verifier rejects when given a ’1’ for that bit. Prove
that ∃i : min{pi,0, pi,1} ≥ 1

2|w| . Then argue that if x 6∈ L, sufficiently many calls to the verifier lead

to a contradiction with a good probability.

Exercise 4 - Approximating the Minimum Cut (32 Pts)

You recall that the algorithm BasicMinCut computes a guess for the size of a minimum cut of a
(multi)graph G by repeatedly contracting a uniformly random edge until there are only two vertices left
and then returning the number of edges running between these two vertices.

As usual, denote the size of a minimum cut of G by µ(G). We have derived in the lecture that the
number LG which BasicMinCut outputs (on input G) is always at least µ(G), and the probability that
LG = µ(G) is Ω(n−2).

Consider the following slightly modified algorithm BasicMinCut’: just like BasicMinCut, it repeat-
edly contracts a uniformly random edge until there are only two vertices left. But instead of just returning
the number of edges between those two vertices in the very end, it returns the smallest degree of any
vertex observed during the execution of the algorithm. That is if G0, G1, G2, . . . , Gn−2 is the sequence
of graphs encountered during contraction, with G0 = G and |V (Gn−2)| = 2, it returns

LG := min
0≤i≤n−2

min
v∈V (Gi)

deg(v).

Prove that

(a) BasicMinCut’ can be implemented so as to run in time O(n2),

(b) LG ≥ µ(G) always holds,

(c) for any fixed α > 0, the sucess probability

pα(n) := min
G a graph on n vertices

Pr [LG ≤ (1 + α)µ(G)]

satisfies the recurrence

pα(n) ≥

(

1 −
2

(1 + α)n

)

pα(n − 1).

Using (c), one can prove that for any fixed α > 0, pα(n) ∈ Ω(n
−2

1+α ), but this is just calculation and we
do not ask you to do this here.



Exercise 5 - Searching within Pictures (32 Pts)

Suppose you are given a larger image A and a smaller image B and you would like to determine whether
the image B appears somewhere within the image A as a rectangular region. To make things simpler, let
us assume that the images are 8-bit grayscale and square, that is A ∈ {0...255}m×m and B ∈ {0...255}n×n

are matrices of dimensions m×m and n× n respectively, with entries that are numbers from 0 through
255.

In this task, we are looking for a randomized algorithm that runs in O(m2n) time and outputs either
a pair of indices (i, j) such that B is identical to the region [i, i + n − 1] × [j, j + n − 1] in A, or ’no’ if
there is no match. The algorithm is allowed to produce a wrong result with probability at most 1

2 .

You may assume that there is an oracle giving you prime numbers of any size in constant time. Also, as
usual, our computational model carries out all arithmetic operations (on numbers of size polynomial in
m and n) in constant time.

(a) Find a mapping from images B ∈ {0...255}n×n to bivariate polynomials pB (i.e. polynomials in
two variables) such that two polynomials pB, pB′ are identical iff B and B′ are the same picture.

(b) Suppose B 6= B′ are distinct pictures of size n×n. For a prime number q ∈ N, bound the probability
that pB and pB′ evaluate to the same number modulo q if independent uniform random values are
substituted for their variables.

(c) Exhibit an algorithm meeting the requirements described above (of course along with a proof).

Exercise 6 - Reductions Involving the Discrete Logarithm Problem (32 Pts)

Let G be a cyclic group of order n, where n is even, and g a generator of G. In the whole exercise,
’efficient’ is to mean ’in polynomial time’, which in the present context of course means ’polynomial in
log n’. Below, x ∈ {0..n− 1} always.

(a) Show that given any gx, the LSB (least significant bit) of x can be computed efficiently.

(b) Suppose you have an efficient algorithm O that will give you, on input an element gx where x is
even, the first root gx/2.

Give an efficient algorithm that on input any gx ∈ G determines x, using queries to O.

(c) Suppose now you have an efficient algorithm O′ that will give you, on input an element gx ∈
G where x is even and uniformly random (among the even numbers), the first root gx/2 with
probability 1

2 + ǫ or ’fail’ with probability 1
2 − ǫ, where 0 < ǫ < 1

2 is a fixed constant. (Note: the
randomness is over the input instances, i.e. the algorithms are successful for at least 1

2 + ǫ-fraction
of the inputs).

Give an efficient randomized algorithm that on input any gx ∈ G (not random) determines x, using
queries to O′. Your algorithm should always give the correct answer but it may have a polynomial
running time only on expectation.

Hint: First assume that x < n/2. Then think about how to get rid of this assumption.


