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Exercise 1: Six Short Questions (16 points)

No justi�cation is required. Only give �nal exact answers.
(There are no negative points for wrong answers.)

(a) For the Voronoi diagram of n points in the plane, build a point-location data
structure for the Voronoi diagram using the vertical trapezoidal decomposition.
What are the storage space and query time for the data structure? (2 points)

Expected Storage space: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Expected Query time: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

(b) For a linear program, what is the necessary condition that there is at least one
feasible solution, but none of the feasible solutions is optimal? (2 points)

Answer: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

(c) The following �gure shows a graph G(V, E) and a spanning tree T (in bold) for G.
Among the remaining three edges, what are the T -heavy edges? (2 points)
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Answer: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

(d) The number of vertices in the arrangement formed by m hyperplanes in Rn is
O(mn), and the number of vertices in a convex polyhedron formed by m half-
spaces in Rn is O(mbn

2
c). What is the number of basic feasible solutions for a

linear program consisting of m constraints with respect to n variables? (2 points)

Answer: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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(e) Solve the following recursive formula: (4 points)

an =

{
1, if n = 1, and
2
n

∑n−1
i=1 ai, otherwise.

For n � 2, an =

(f) Change the following linear program into the equational form: (4 points)

Maximize x1 + x2
subject to x1 + 6x2 � 15

4x1 − x2 � 10.

Answer:
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Exercise 2: Random Search Tree (12 points)

For a random binary search tree of n distinct keys, we are interested in the distance
between the smallest key and the largest key, i.e., the number of edges along the path
between the two corresponding nodes. Let R(n) denote the random variable for such
distance, and let node i denote the node holding the key of rank i.

Calculate E[R(n)] in the following three steps.

Part (a). (4 points) Formulate E[R(n) | root is node k] in terms of E[D(i)
n ] where D(i)

n is
the random variable for the depth of node i as in the script. (A formal proof is NOT
required.)

Part (b). (4 points) Give a formula for E[R(n)] based on (a).

Part (c). (4 points) Provided that E[D(1)
n ] = O(logn), prove that E[R(n)] = O(logn).
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Exercise 3: Point Location (12 points)

Consider a set S of n line segments in the plane, and let k be the total number of
crossings between line segments in S. The vertical trapezoidal decomposition for S is
de�ned analogously as in the lecture for which vertical rays are extended from both
endpoints and crossing points, and the decomposition has Θ(n+ k) trapezoids. Assume
that no more than two line segments cross at the same point, and no two of endpoints
and crossing points share the same x-coordinate.

Prove the following two statements:

Part (a). (6 points) If we pick an r-element random subset R of S, the vertical trapezoidal
decomposition for the r line segments in R has Θ(r+ r2

n2k) trapezoids in expectation.
(Hint : Think about the probability that a crossing point between two �xed line segments
appears in the r randomly picked line segments.)
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Part (b). (6 points) If we construct the vertical trapezoidal decomposition by inserting
line segments in a random order, the expected total number of trapezoids that appear
during this randomized incremental construction is Θ(n+ k).
(Hint : You can use the fact that a trapezoid is de�ned by Θ(1) line segments without
proving this fact.)
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Exercise 4: Linear Programming (12 points)

Consider the following linear program (formulated as a geometric problem):

Given a set H of n half-planes in the xy-plane, compute the lowest vertex of
the convex polyhedron that is the intersection among all half-planes in H.

To ensure the existence of the lowest vertex, we add one more half-plane h0 : y � 0.
There exist at most two lowest vertices, but we only need to compute one.

Investigate the following randomized incremental algorithm:

1. Generate a random permutation (h1, h2, . . . , hn) of half-planes in H, and let li
denote the boundary line of hi for 0 � i � n.

2. Assign v to be the intersection point between l0 and l1.

3. For 2 � i � n,
if v 62 hi, then update v to be a lowest vertex of the convex polyhedron

Ti
j=0 hj.

4. return v.

Assume that all the half-planes are upper (i.e., contains the point (0,∞)), and assume
that no boundary line is vertical, each pair of boundary lines intersect exactly at a point,
and no more than two boundary lines have a common intersection point.

Complete the following two tasks:

Part (a). (6 points) Prove that if v 62 hi, then one lowest vertex of the convex polyhedron
Ti
j=0 hj is an intersection point between li and a boundary line in l0, l1, . . . , li−1.
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Part (b). (6 points) Analyze the probability that v 62 hi and prove that the expected
running time is O(n). You can assume that (a) is correct and the update in Step 3 takes
O(i) time.
(Note: If you are only able to prove that the expected running time is O(n logn), you
can still get 4 points.)
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Exercise 5: Bootstrapping (8 points)

The rough concept of the bootstrapping technique is to repeatedly perform the same
algorithm to reduce the running time or to increase the success probability. For the
latter, a simple, practical example is sport games. Many competitions play a series of
games between two teams and select the one that wins more games as the winner.

Consider a knockout tournament for n teams with log2 n rounds. In the �rst round,
each team is paired with another team to play one game, only the winner of each game
advances to the second round, and the second round repeats the same procedure. In
other words, for 1 � i � log2 n, the i-th round pairs n

2i−1 teams, each pair of teams play
one game, and only the winners advances to the next round. The �gure below shows a
tournament for 8 teams. Assume that there is a unique strongest team, the strongest
team wins each game independently with a �xed probability p � 2/3, and n is a power
of two.

T1 T2 T3 T4 T5 T6 T7 T8

strongest

p

p
p

Complete the following three tasks:

Part (a). (3 points) Analyze the probability in terms of p that the strongest team is the
champion.
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Part (b). (3 points) We de�ne a match to be a series of 2k+ 1 games, and de�ne that a
team wins a match if it wins at least k + 1 games in the match. Now, we replace each
game in the tournament with a match. Prove that for some k 2 Θ(logn), the probability
that the strongest team wins a match is at least 1− 1

n2 .

(Hint : According to the Cherno� bound, the probability that the strongest team loses

a match is at most exp(− 1
2

((2k+1)p−k)2

(2k+1)p
). )

Part (c). (2 points) Apply part (b) to prove that the strongest team is the champion
with probability at least 1− log2 n

n2 � 1− 1
n
.
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